
2069

Bulletin of the Seismological Society of America, Vol. 93, No. 5, pp. 2069–2081, October 2003

Spatiotemporal Analyses of Earthquake Productivity and Size Distribution:

Observations and Simulations

by A. Ziv*, A. M. Rubin, and D. Kilb†

Abstract We use relocated catalogs of microearthquakes to investigate earthquake
interaction along sections of the Sargent, Calaveras, and San Andreas faults in Cali-
fornia. We examine the stress dependence of seismicity rate change along the three
fault segments and find that the seismicity rate following a mainshock decays ap-
proximately as 1/time, the duration of the aftershock activity seems to be independent
of distance from the mainshock, and the seismicity rate at lag times of up to about
100 sec is nearly constant. In the San Andreas and the Calaveras catalogs, where the
return of the seismicity rate to the background level is well resolved, we find that
the return to the background in the distance range of 1–2 rupture radii from a previous
earthquake is preceded by a period during which the seismicity rate falls about 30%
below the background rate. We also examine the effect of a stress step on earthquake
size distribution along these faults and find that the exponent of the power-law dis-
tribution of earthquake magnitudes within 104 sec of a previous earthquake is sig-
nificantly lower than that of the long term. While the 1/time decay of seismicity rate,
the independence of aftershock duration from distance from the mainshock, and the
constant seismicity rate at short lag times are predicted by Dieterich’s (1994) model,
the decrease of seismicity rate below the background level and the changes in earth-
quake size distribution are not.

For comparison with our observations, we simulate earthquake activity on an in-
herently discrete fault model that is governed by an approximate constitutive friction
law similar to the one used by Dieterich (1994). We find that the observed response
of earthquake productivity and size distribution to a stress step are produced by these
simulations. The effect of the mainshock is not only to raise the local seismicity rate,
but also to systematically modify the earthquake size distribution. This is because
fault patches that are near failure at the time of the stress step are strengthened,
whereas fault patches that at the same time were far from failure are weakened. As
a result, similar to what is observed for the Calaveras and the San Andreas segments,
late during the aftershock sequence the seismicity rate may decrease below the back-
ground rate. We suggest that the time-dependent modification of the earthquake size
distribution by a stress step can explain observations of lower b-values immediately
following a stress step.

Introduction

The primary use of microearthquakes in the past has
been to illuminate fault structures (e.g., Seeber and Arm-
bruster, 1995; Carena and Suppe, 2002) and to investigate
aftershock sequences associated with large earthquakes (e.g.,
Gross and Kisslinger, 1997; Toda et al., 1998). Several re-
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cent efforts to reduce errors in relative location between
earthquakes have yielded sharper fault images (Got et al.,
1994; Schaff et al., 1998; Shearer, 1998; Rubin et al., 1999;
Shaw and Shearer, 1999; Waldhauser et al., 1999; Kilb and
Rubin, 2002). In the process of improving relative earth-
quake locations, location errors between nearby events have
been reduced from hundreds of meters to meters or at most
a few tens of meters. This is much smaller than the estimated
rupture dimensions of many tens to hundreds of meters.
Thus, apart from providing sharper fault images, relocated
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Figure 1. Map of seismicity, showing every tenth
earthquake recorded by the Northern California Seis-
mic Network between January 1969 and January
1998. Solid lines indicate active faults (Jennings,
1992). Boxes show the three regions within which
earthquakes were relocated and analyzed in this study.
SAF, San Andreas fault.

catalogs may be used to examine interaction between micro-
earthquakes.

Dieterich (1994) modeled the response to a stress step
of a population of faults governed by rate- and state-
dependent friction. This model has gained considerable pop-
ularity, as it predicts the decay with time of seismicity rate
according to the modified Omori’s law. In addition, accord-
ing to this model both the magnitude and the duration of
aftershock activity are related to fault constitutive parame-
ters. Because these quantities are observable, the model pre-
dictions are testable and may be used to interpret natural
aftershock sequences. Dieterich’s model, however, relies on
several simplifying assumptions. In addition to assuming
that aftershocks nucleate over areas of the fault that at the
time of the mainshock are already accelerating toward fail-
ure, Dieterich disregarded the effect of interactions among
aftershocks and assumed that the earthquake size distribution
is time independent. In a previous study, Ziv and Rubin
(2003) presented an inherently discrete fault model, with a
fault surface governed by an approximate constitutive fric-
tion law similar to the one used by Dieterich. The main pur-
pose of that study was to examine consequences of relaxing
the assumptions underlying Dieterich’s model. In this study,
the same fault model is used to examine whether observed
spatiotemporal clustering of earthquakes is consistent with
that of a fault that is governed by rate- and state-dependent
friction.

We use relocated catalogs of seismicity from California
to examine the effects of stress changes on seismicity rate
and size distribution along sections of the Calaveras, Sar-
gent, and San Andreas faults (Fig. 1). We find that the effect
of a stress change is not only to modify the seismicity rate,
but also to perturb the earthquake size distribution in a man-
ner that is consistent with models of a fault governed by
rate- and state-dependent friction.

Observed Earthquake Interactions

The Composite Catalogs

Several thousand microearthquakes in northern Califor-
nia have been relocated using a waveform cross-correlation
technique (Got et al., 1994; Rubin et al., 1999; Rubin, 2002).
These catalogs span a period of about 15 years (March
1984–January 1998). From this data set, we have extracted
earthquakes from a section of the San Andreas fault, the
Calaveras fault, and the Sargent fault (Fig. 1). Since here we
wish to examine interaction between microearthquakes, we
seek a data set that is not (or is only slightly) affected by
large earthquakes. The two major earthquakes that occurred
in the study area during the time period covered by the cat-
alogs are the M 6 1984 Morgan Hill and the M 7 1989 Loma
Prieta. Plots of earthquake rate in the Northern California
Seismic Network Catalog as a function of time following
these earthquakes indicate that the Loma Prieta earthquake
only slightly affected the seismicity in the study areas, while

the Morgan Hill significantly increased the seismicity rate
along the Calaveras fault. In an attempt to remove the effect
of the Morgan Hill earthquake, we have disregarded about
1700 events that occurred within this 1000-day window.

Because the seismicity along these fault segments is co-
planar and the focal mechanisms are almost identical, the
effect of every earthquake on all later nonoverlapping earth-
quakes is to raise the static shear stress, but (except for pos-
sible small-scale geometric heterogeneities that we neglect)
not the normal stress. The stress that a given rupture induces
at the hypocenter of a later rupture is a function of the stress
drop of the first event and the distance between the two
hypocenters normalized by the radius of the first rupture.
We compute rupture dimensions using the moment–magni-
tude relationship of Abercrombie (1996) and the scaling of
slip with length on a circular crack of Eshelby (1957), as-
suming stress drops of 10 MPa. Throughout this article, we
refer to the ratio between the interevent distance and the
radius of the early event as normalized distance. For nor-
malized distance greater than about 3, the stress change
scales as the seismic moment divided by the distance cubed
and is thus insensitive to the assumed stress drop.

We take a rather unusual approach of treating each re-
located earthquake as if it were a mainshock. Consequences
of this approach are examined in a later section using syn-
thetic catalogs. Lag times (i.e., the difference between origin
times) and normalized distances between every event and all
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later events are calculated. Since, as we will show later, af-
tershock duration in the studied areas may last up to 100
days, and since we wish to resolve the return of the seis-
micity rate toward the background level, it was necessary to
consider lag times that are a few times larger than the after-
shock relaxation time. Therefore, mainshock–aftershock
pairs with lag times of up to 500 days are stacked to give a
composite catalog. Earthquakes that occurred during the last
500 days of the original catalog were not considered as main-
shocks. The exclusion of these mainshocks was intended to
ensure that the analysis is not sensitive to the length of the
original catalog or affected by its end. Choosing a time win-
dow much larger than 500 days would have worsened the
resolution of our result, as a greater number of earthquakes
would have been eliminated from the foreshocks list. The
new catalog is binned according to normalized distance.

A type of mainshock–aftershock pair that is accounted
for here, but not in other studies of aftershock sequences
(e.g., Gross and Kisslinger, 1997), is an aftershock of an
aftershock. For example, consider two nearby small earth-
quakes that followed a large earthquake (Fig. 2a). The stress
induced on the late small earthquake by the early small earth-
quake may be larger than that induced by the large earth-
quake. In our scheme, we count the later of the small
earthquakes once as an aftershock of the large earthquake
and once again as an aftershock of the early small earth-
quake, which is itself an aftershock of the large earthquake.
A disadvantage of this scheme is that it does not distinguish
“real” from “apparent” mainshock–aftershock pairs. For ex-
ample, consider two distant small earthquakes that followed
a large earthquake (Fig. 2b). In this example, the second
aftershock is counted once as an aftershock of the mainshock
and once as an aftershock of the first aftershock. The first
may be regarded a real mainshock–aftershock pair, whereas
the latter is an example of an apparent mainshock–aftershock
pair. Although it might be possible to come up with an al-
ternative definition of a mainshock–aftershock pair, such
that most of the apparent pairs would be excluded from the
composite catalog, different schemes suffer from other dis-
advantages, and we have not yet devised an ideal alternative.
All the conclusions of this study are drawn based on a com-
parison between time-space analyses performed on natural
and synthetic composite catalogs that are stacked using the
same technique. Since any bias that exists in the analyses of
the natural catalogs exists also in the analyses of the syn-
thetic catalogs, the disadvantages of the stacking procedure
are not a major problem.

Spatiotemporal Analysis of Earthquake Productivity

We plot seismicity rate change as a function of lag time,
binned according to ranges of normalized distance of 0.8–2,
2–4, 4–8, and 8–16, for sections of the Sargent fault, the San
Andreas fault, and the Calaveras fault (Fig. 3). Seismicity
rates were calculated for moving overlapping time windows.
The first window of every plot contains N0 data points, and

the window slides by one data point and increases its capac-
ity by DN data points each time, with a maximum allowed
number of data points of Nmax. The choice of N0, DN, and
Nmax is indicated in each frame. Seismicity rates were nor-
malized by background rates, which for each distance range
were computed based on the average seismicity rate during
the time interval 300–500 days.

This scheme, of sliding the time window by one data
point each time, results in significant overlapping between
adjacent windows. In Figure 4 we show, for the San Andreas
fault, a similar calculation with no overlapping between bins.
Note that while overlapping between adjacent bins creates a
strong smoothing, the main features in Figures 3b remain
unchanged in the absence of such overlapping. We per-
formed similar calculations for the Sargent and the Calaveras
faults (not shown) and reached the same conclusion.

Aftershock response along the three fault segments dif-
fers in that the seismicity rate change is more sensitive to
distance from the mainshock on the Sargent fault than on
the San Andreas and Calaveras faults. In addition, the seis-
micity response is stronger and lasts longer along the Sargent
fault than along the Calaveras. The San Andreas fault ex-
hibits intermediate characteristics.

Seismicity responses along the three fault segments
share several important characteristics. In all cases, the seis-
micity rate decays approximately as 1/time. In addition, the
duration of the aftershock activity seems to be independent
of distance from the mainshock. For the Calaveras fault,
seismicity curves at lag times of up to about 100 sec are

Figure 2. Examples of mainshock–aftershock
pairs: (a) event 3 is an aftershock of event 2, which
itself is an aftershock of event 1, and (b) event 3 is
an aftershock of event 1 and an apparent aftershock
of event 2. The numbers signify the order in which
the earthquakes rupture.
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Figure 4. Normalized seismicity rates as a func-
tion of time, binned according to four distance ranges,
observed along a segment of the San Andreas fault.
Seismicity rates were calculated for moving nonover-
lapping time windows and with N0, DN, and Nmax as
in Figure 3b.

Figure 3. Normalized seismicity rates as a func-
tion of time, binned according to four distance ranges,
observed along segments of (a) the Sargent fault,
(b) the San Andreas fault, and (c) the Calaveras fault
(Fig. 1). Seismicity rates were calculated for moving
overlapping time windows. The first window of every
plot contains N0 data points; the window slides by one
data point and increases its capacity by DN data points
each time, with a maximum allowed number of data
points of Nmax. Seismicity rates are normalized by the
rate computed for the time interval between 300 and
500 days. For reference, the thin line in each diagram
indicates a slope of 1/time.

nearly flat. Also for the Sargent and the San Andreas faults,
some flattening is seen.

In principle, since the flattening of the seismicity curves
occurs at very short lag times, during which the ground shak-
ing produced by a previous earthquake may limit the detec-
tion of aftershocks, the observed flattening should be inter-
preted with caution. In addition, since for a given curve the
number of data points used to determine the aftershock rate
increases with time since the mainshock, the flat portion of
the seismicity curves relies on a particularly small number
of data. Thus, trying to test the possible influence of missed
aftershocks on this result is very difficult. Nevertheless, a
number of lines of evidence suggest that the flattening of the
seismicity curves may not just be an artifact of catalog in-
completeness. First, nearby earthquake pairs with lag times
of less than 10 sec are recorded by the network, even in cases
where the second event is the smaller of the two. In addition,
inspection of seismograms shows that the noise level more
than 30 sec after a magnitude 2 event is quite small at most
stations. Finally, the best evidence that catalog incomplete-
ness is not a major problem may be the decay according to
1/t in the nearest region (solid curve) for lag times greater
than 10 sec in Figure 3c, coupled with the flattening between
10 and 100 sec in successively larger distance ranges.

Dieterich (1994) modeled the response to a single stress
step of a population of faults governed by rate- and state-
dependent friction. The 1/time decay of seismicity rate, the
independence of aftershock duration from distance from the
mainshock, and the flattening at short lag times (with a max-
imum rate that increases with the size of the stress step) are
predicted by this model.

Note that for the San Andreas and the Calaveras cata-
logs, for which (owing to the catalog size) the statistics are
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Figure 5. Enlarged view of the decay of seismicity
rate toward the background: (a) the San Andreas fault
in the distance range of 0.8–2 rupture radii, (b) the
San Andreas fault in the distance range of 2–4 rupture
radii, (c) the Calaveras fault in the distance range of
0.8–2 rupture radii, and (d) the Calaveras fault in the
distance range of 2–4 rupture radii. Note that the re-
turn of seismicity to the background level is preceded
by a period during which the seismicity rate falls be-
low the background rate, particularly in the distance
range of 0.8–2 radii.

most reliable, the return of seismicity to the background
level in the nearest distance range appears to be preceded by
a period during which the seismicity rate falls about 30%
below the background rate (Fig. 5). This feature is not pre-
dicted by Dieterich’s analytical model but is reproduced by
some of the numerical simulations discussed later.

Spatiotemporal Analysis of Earthquake
Size Distribution

The parameter used to measure size distribution of an
earthquake catalog is the b-value, where b refers to the ex-
ponent of the power-law distribution of earthquake magni-
tudes. A low b-value indicates a high ratio of large to small
earthquakes and therefore a higher risk for a given earth-
quake rate. Because the b-value need not be constant over
the magnitude range of interest, we plot the raw data (num-
ber of earthquakes as a function of magnitude) rather than
fitting these data with a straight line when such a fit may not
be warranted.

Frequency-size distributions of relocated earthquakes in
areas confined to 0.8–4 radii from a previous relocated earth-
quake are compared for two consecutive time windows
(Fig. 6). Due to the possibility of missed small aftershocks
hidden in the coda of previous mainshocks, the average mag-
nitude of recorded aftershocks that occurred shortly follow-
ing a mainshock might be higher than the actual average. To
ensure that the results of our analysis are not sensitive to this
type of bias, we apply several restrictions. In Figure 6a–c,
mainshock–aftershock pairs with lag times of less than 30
sec were excluded from the analysis. We find, for the three
fault segments, higher ratios of large to small earthquakes
(i.e., a lower b-value) early in the aftershock sequence as
compared to later in the aftershock sequence. In addition to
excluding pairs with lag times of less than 30 sec, we ex-
cluded pairs if the mainshock magnitude was greater than 2
(Fig. 6d–f) or if the mainshock magnitude was greater than
the aftershock magnitude by more than 0.5 (Fig. 6g–i). In
all cases, the ratio of large to small earthquakes decreases
with elapsed time since the mainshock.

Clearly the analysis of an individual fault relies on a
rather small amount of data (especially for the Sargent fault).
This may cast doubt on the statistical significance of this
result. We would like to test the null hypothesis that the
differences in the size distributions between the two consec-
utive time windows may arise by chance. For that purpose,
we computed frequency-size distributions for synthetic cat-
alogs produced by shuffling the magnitudes in the original
catalogs (but with rupture dimensions that are calculated
based on the “true” magnitudes). In Figure 7, observed size
distributions for time intervals as in Figure 6a–c are com-
pared to 50 synthetic frequency-size distributions. To test
the null hypothesis, we calculated the joint probability
for the size distribution curves of synthetic catalogs to ex-
ceed the solid curves in Figure 6a–c at early time intervals
and for the size distribution curves of synthetic catalogs to
fall below the dotted curves in Figure 6a–c at later time

intervals. For each of the three catalogs, we find that the null
hypothesis can be rejected with a confidence level greater
than 99%.

Correlations between stress changes and b-value
changes are strongly implied in several studies of aftershock
sequences of large earthquakes. For example, Hosono and
Yoshida (2002) compared decay rates of aftershocks of dif-
ferent magnitude and observed faster decay rates for big af-
tershocks than for small ones. Since their analysis included
aftershocks that occurred in regions that were unloaded by
the mainshock, comparison between their result and ours is
not straightforward. Nevertheless, since most aftershocks
did occur in regions that were brought closer to failure by
the mainshock, their conclusion that large events decay fas-
ter than small events and our conclusion that the b-value
early during the aftershock sequence is smaller than the b-
value later during the sequence might be different descrip-
tions of the same phenomenon. Weimer and Katsumata
(1999) compared the spatial distribution of coseismic slip
during four major earthquakes with the spatial distribution
of the b-values of their aftershocks. They found in all cases
higher b-values along portions of the fault that experienced
large slip and smaller b-values along portions of the fault
that experienced little or no slip. Because, in general, one
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Figure 6. Observed frequency-size distributions of relocated earthquakes in areas
confined to 0.8–4 radii from previous relocated earthquakes are plotted for two con-
secutive time intervals. (a–c) Mainshock–aftershock pairs with lag times of less than
30 sec are excluded. (d–f) Mainshock–aftershock pairs with lag times of less than 30 sec
or with a mainshock magnitude greater than 2 are excluded. (g–i) Mainshock–after-
shock pairs with lag times of less than 30 sec or with a mainshock magnitude that is
greater than the aftershock magnitude by more than 0.5 are excluded. Note that in all
cases, the slopes of the frequency-size distributions increase with time since the main-
shock. Mms is the mainshock magnitude, and Mas is aftershock magnitude.

expects the stress to decrease on fault patches undergoing
large slip but to increase on fault patches undergoing little
slip relative to their surroundings, their observation also sug-
gests that the effect of a stress change is to modify the b-
value in a manner that is consistent with our observation.

In summary, we find that the seismicity rate decays as-
ymptotically as 1/time and that the duration of the aftershock
activity is independent of distance from the mainshock. In
addition, seismicity rate curves flatten at lag times smaller
than 100 sec. We note that these observations are predicted
by Dieterich’s (1994) model of aftershock production. For
the San Andreas and the Calaveras catalogs, the return of
seismicity to the background level in the nearest distance
range appears to be preceded by a period during which the
seismicity rate falls about 30% below the background rate.
Finally, we find that the b-value during the 103- to 104-sec
interval following a previous earthquake is significantly
lower than that of the long term. In the next section we

present the results of a numerical study that shows that these
results are expected from faults that are governed by rate-
and state-dependent friction.

Simulated Earthquake Interactions

As mentioned earlier, the observed seismicity response
to a stress step is similar to that predicted by Dieterich’s
(1994) aftershock model. Dieterich’s model, however, relies
on several simplifying assumptions. In addition to assuming
that aftershocks nucleate on fault patches that prior to the
mainshock were close to instability, Dieterich disregarded
the effect of multiple interactions among aftershocks and
assumed that aftershock size distribution is time indepen-
dent. The results of earthquake simulations that aimed to
explore the consequences of relaxing these assumptions
were presented in Ziv and Rubin (2003). A brief description
of that simulation follows.
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The Simulation

Because the observed richness of slip complexity cannot
be reproduced by continuous fault models (not even fully
dynamic), we turn to an inherently discrete model, capable
of producing a power-law size distribution of model earth-
quakes over a wide range of sizes and spatiotemporal clus-
tering similar to what is observed for natural faults. The fault
is modeled as a periodic shear crack with uniform properties
embedded in an elastic medium. The fault is stressed at a
constant rate tect in a manner intended to mimic a constantṡ
tectonic displacement rate applied at distance W on either
side of the fault. The fault surface is governed by an empir-
ically derived rate- and state-dependent friction law, in
which the effects of sliding rate and fault state h on shearḋ
stress s are as follows (Dieterich, 1979; Ruina, 1983):

˙ ˙s � r[l � Aln(d/d ) � Bln(h/h )]. (1)0 * *

Here A and B are dimensionless constitutive parameters, r
is the effective normal stress, l0 is the nominal coefficient
of friction, and * and h* are reference velocity and state,ḋ
respectively. Various physical properties of the fault surface,
such as porosity, contact area, and contact age, evolve with
slip and elapsed time. The evolution of these properties is
embodied in the state parameter. The following evolution
law is adopted in this study (Ruina, 1980):

˙dh hd
� 1 � , (2)

dt Dc

where Dc is a characteristic sliding distance. Following Die-
terich (1995), the evolution of a fault element throughout the
seismic cycle is separated into three distinct phases (Fig. 8).
For each phase, approximations are made that simplify the
governing equations.

Throughout most of the seismic cycle the fault is nearly
locked, stress is less than the steady state frictional strength
for the given fault state, fault state increases almost linearly
with time, and the fault strengthens. This part of the seismic
cycle is approximated as a locked fault. For a locked fault,
the second term in equation (2) vanishes, and the evolution
law becomes h � h0 � t, where t is time and h0 is the state
at t � 0.

Later in the cycle, sliding velocity increases, the stress
exceeds the steady state strength, the state decreases, and the
fault weakens rapidly. This part of the seismic cycle is ap-
proximated as Dieterich’s self-accelerated phase. Because
sliding velocity at this stage is high, the first term in equation
(2) may be neglected and the evolution law becomes h �
h0 exp(�d/Dc), where d is slip. Using this approximation,
Dieterich obtained several analytical expressions describing
the evolution of sliding on a self-accelerating crack (Dieter-
ich, 1992) and the change in seismicity rate resulting from

Figure 7. Observed frequency-size distri-
butions in areas confined to 0.8–4 radii from a
previous relocated earthquake (solid lines)
compared to frequency-size distributions of 50
synthetic catalogs produced by shuffling the
magnitudes of the original catalogs (thin gray
lines): (a) on the Sargent fault for events with
lag times between 30 and 103 sec, (b) on the
San Andreas fault for events with lag times be-
tween 30 and 103 sec, (c) on the Calaveras fault
for events with lag times between 30 and
104 sec, (d) on the Sargent fault for events with
lag times between 103 and 106 sec, (e) on the
San Andreas fault for events with lag times be-
tween 103 and 106 sec, and (f) on the Calaveras
fault for events with lag times between 104 and
106 sec.
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Figure 8. An example of the evolution of sliding
velocity normalized by loading point velocity (top)
and fault state (bottom) throughout a single seismic
cycle, obtained via exact solution of the spring-slider
system as in Gomberg et al. (1997). At the start of
the cycle, the slider decelerates over a timescale that
is indicative of the healing rate. From the start to 75%
of the cycle, the state increases almost linearly with
time, and the sliding velocity is well below that of the
loading point. This portion of the cycle is approxi-
mated as locked. During the final 25% of the cycle,
the state decreases rapidly and the slider accelerates.
This portion of the cycle is approximated as self-
accelerated. Finally, sliding velocity reaches the seis-
mic sliding velocity. This occurrence represents the
earthquake.

a stress step imposed on a collection of such cracks (Dieter-
ich, 1994).

An earthquake occurs when the sliding velocity reaches
the seismic sliding velocity. The stress drop during the earth-
quake is assumed instantaneous. The stress transfer is gov-
erned by static elastic interactions between square boundary
elements, each with a uniform displacement discontinuity.
In order to eliminate the azimuthal dependency of stress
transfer, Poisson’s ratio is set to zero. In addition to elastic
interaction between elements, elements are stressed accord-
ing to the difference between the local slip and that of the
boundary at distance W. A rupture may grow beyond the
size of a single cell if the stress increase on cells in the im-
mediate vicinity of the rupture is large enough to bring the
initial sliding velocity instantaneously to the seismic sliding
velocity. The subset of cells that makes up the rupture set is
determined by iteration. Motivated by the results of elasto-
dynamic models (Madariaga, 1976; Rice and Tse, 1986; Co-

chard and Madariaga, 1996) that show the final slip at the
end of the rupture to be larger than that expected from the
difference between the rupture strength and the steady state
friction at seismic slip speeds, a dynamic-like stress over-
shoot is added by randomly specifying an overshoot value
within the predetermined range of 5%–30%.

In summary, the evolution of a seismic cell throughout
a single seismic cycle follows three steps. At the start of the
cycle the cell is locked. A locked cell becomes self-accel-
erating when the stress exceeds the steady state friction at
the current state. A self-accelerating cell becomes an earth-
quake cell when the sliding velocity reaches the predefined
seismic sliding velocity. Finally, a seismic cell becomes
locked when the stress is less than the steady state friction
for sliding at seismic speed.

What Controls the Simulated Catalogs?

The set of governing equations in nondimensional form
is a function of three main parameters: B/A, Ar seis/ tectDc,˙ ˙d s
and W/L, where seis is the sliding velocity during an earth-ḋ
quake and L is the cell half-length. While B/A and Ar seis/ḋ

tectDc contain information regarding the constitutive param-ṡ
eters, W/L is a geometrical parameter that measures the
coarseness of the computational grid with respect to W. An
additional controlling parameter that we added to the simu-
lation is the range of stress overshoot. Ziv and Rubin (2003)
explored the effect of the controlling parameters on prop-
erties of the simulated seismicity, such as average stress
drop, recurrence interval, and size distribution, and analyzed
spatiotemporal changes in earthquake productivity and size
distribution of an aftershock population triggered by a major
earthquake (modeled as a uniform stress increase applied
instantaneously to the entire computational grid). Here, mo-
tivated by the data summarized in the Observed Earthquake
Interactions section, we shall present the results of similar
spatiotemporal analyses of numerical composite catalogs in
which each earthquake, or each earthquake above a specified
size, is treated as a mainshock. Before we proceed, a sum-
mary of some of the results of Ziv and Rubin (2003) is
needed.

B/A. For instability to occur, the ratio B/A should be larger
than 1. A large B/A implies a large tendency for instability.
It is therefore easier for ruptures starting with a single ele-
ment to grow larger if they are surrounded by elements with
a high B/A. As a result, increasing B/A increases the range
of earthquake sizes.

Ar seis/ tectDc. This parameter is a ratio between two time-˙ ˙d s
scales. One timescale is ta � Ar/ tect , which is the charac-ṡ
teristic time for aftershock duration accounting for the effect
of interaction among aftershocks. The other timescale, Dc/

seis, may be thought of as the characteristic contact time ofḋ
an asperity of size Dc during seismic slip. Short contact time
during seismic slip implies high healing rates when slip
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Figure 9. Simulated seismicity rates as function
of normalized time, for stress overshoot between 5%
and 30%, W/L � 10, B/A � 10, and ta seis/Dc � 1015ḋ
and for composite catalogs produced by stacking af-
tershock sequences of mainshocks with rupture area
(a) equal to 1 cell, (b) greater than or equal to 9 cells,
and (c) greater than or equal to 16 cells.

stops. Thus, increasing ta with respect to seis/Dc results inḋ
longer recurrence intervals and larger stress drops.

W/L. Fault elements are subject to a constant tectonic
stressing rate and stress steps due to slip on other fault ele-
ments. The contribution to the long-term effective stressing
rate from interaction with other fault elements increases in
rough proportion to W/L. Thus, increasing W/L increases the
seismicity rate and increases the range of rupture sizes. If
W/L is too large ('10), ruptures become unstoppable.

Spatiotemporal Analysis of Earthquake Production
and the Consequences of Treating Microearthquakes
as Potential Mainshocks

The standard approach is to regard only moderate to
large events as mainshocks. Thus, the approach taken here
of treating each earthquake as a potential mainshock is a
rather unusual one. What are the consequences of this ap-
proach? We use synthetic catalogs to address this question.
We converted the synthetic catalogs into stacked catalogs,
using an algorithm that is identical to the one we use for the
conversion of the natural catalogs. We computed seismicity
rate in the synthetic stacked catalogs for nonoverlapping
consecutive time windows that increase at a logarithmic rate.
Plots of seismicity rate change as a function of lag time
normalized by ta are shown in Figure 9. Seismicity rates
computed for a composite catalog produced by stacking the
aftershocks of events that ruptured single cells are shown in
Figure 9a, whereas seismicity rates calculated for catalogs
that were produced by stacking the aftershocks of earth-
quakes with rupture dimensions greater than or equal to 9
cells and greater than or equal to 16 cells are shown in Figure
9b,c, and respectively. These plots show that the main con-
sequence of stacking the aftershock sequences of mi-
croearthquakes is to increase the seismicity rate in large dis-
tance bins. This difference is the result of the larger number
of apparent mainshock–aftershock pairs (see Fig. 2) in cat-
alogs that are produced by stacking the aftershock sequences
of small events and due to the increased fraction of these
pairs with increasing distance from small mainshocks. Thus,
using our approach of stacking the aftershock sequences of
microearthquakes, the interaction at large distances is ex-
aggerated.

Another important result concerns the duration of after-
shock activity. While our data analysis shows that after-
shocks of microearthquakes do not last more than 100 days,
it is known that aftershock sequences associated with large
earthquakes may last for years. Moreover, Dieterich (1994)
presented evidence for the existence of a linear scaling be-
tween aftershock duration ta and mainshock recurrence time
tr (figure 3 and table 2 of Dieterich [1994]). To explain this
scaling, Dieterich relied on the result that aftershock duration
ta is inversely proportional to the effective stressing rate and
on the inference that since earthquake stress drop is inde-
pendent of earthquake size, the effective stressing rate acting
on an earthquake is inversely proportional to the recurrence

interval tr of that earthquake. This linear relation between ta
and tr can translate into a relation between ta and earthquake
magnitude if one assumes that the effective stressing rate on
large earthquakes is smaller than that on small earthquakes,
or equivalently that the recurrence interval of small earth-
quakes is smaller than that of large earthquakes. This as-
sumption is certainly borne out for small to moderate re-
peating earthquakes in California (Ellsworth, 1994; Nadeau
and Johnson, 1998), which in many cases seem to represent
characteristic earthquakes being loaded by creep of a sur-
rounding fault as well as by a remotely applied load. In the
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current model, however, since earthquakes do not break
characteristic fault patches, a direct relation between recur-
rence interval (or earthquake size) and effective loading rate
does not exist. Thus, aftershock duration appears to be in-
dependent of mainshock size (Fig. 9). Such a relation might
be recovered using a model where cells are of unequal sizes.
Alternatively, it is possible that a scaling between mainshock
size and aftershock duration may arise in a more realistic
crustal-scale model with a finite fault depth and depth-
dependent properties, where (as in Rice [1993]) the largest
earthquake breaks the full seismogenic thickness and in-
duces postseismic slip underneath.

As mentioned before, Dieterich’s model predicts con-
stant seismicity rate following a stress step. In practice, how-
ever, this feature may be hard or impossible to observe in
areas subjected to very large Ds/Ar, because the seismicity
rate remains constant over a time interval that is inversely
proportional to exp(Ds/Ar) (equation 18 of Dieterich
[1994]). In order to examine the consequences of stacking
the aftershocks of mainshocks of different sizes, it was nec-
essary to produce a catalog that has a wide range of event
sizes. Thus, in producing Figure 9, we set the values of both
B/A and ta seis/Dc to be large. This choice of parametersḋ
gives rise to a very large Ds/Ar in the vicinity of the main-
shock and therefore to the lack of flattening of the seismicity
curves at short time lags. Seismicity curves calculated as
before for numerical catalogs produced with different values
of B/A and ta seis/Dc are shown in Figure 10. Flattening ofḋ
the seismicity curves at the short time window may be seen
in Figures 10b and 10c.

Another feature that may be seen in Figure 10 is the
decrease of seismicity rate below the background level near
a time lag of ta in the nearest distance bin. The decrease
below the background seismicity rate is caused by the ab-
normally high ratio of small to large earthquakes during this
time window, which we explain in the next section. Note
that a similar decrease below the background rate is observed
for the San Andreas and the Calaveras faults in the distance
range of 0.8–2 radii (Fig. 3).

Figure 10 shows that the effect of increasing both B/A
and ta seis/Dc is to raise the seismicity rate curves. The in-ḋ
crease in the seismicity response due to increasing B/A is
related mainly to the effect of B/A on the earthquake size
distribution. Because increasing B/A increases the range of
earthquake sizes, in the larger distance ranges it also in-
creases the number of pairs that we referred to as apparent
aftershocks (Fig. 2). In the nearest distance range, a broader
size distribution results in larger stress changes. In Figure
10c, B/A is such that all ruptures occupy only a single cell.
For the stress drops of this simulation, the stress change on
the nearest-neighbor cell is such that it would give rise to an
instantaneous rate change of �107, if this was the only stress
change acting on the aftershock. The agreement with Figure
10c suggests that the contribution of apparent aftershocks to
the rate change is insignificant in this case. As mentioned
earlier, the effect of increasing ta seis/Dc is to increase theḋ

stress drop. The increase of the seismicity rate with increas-
ing ta seis/Dc is a direct consequence of this effect.ḋ

The variability in the seismicity response to a stress
change seen in Figure 10 resembles to some degree the type
of variability observed along the Calaveras, the Sargent, and
the San Andreas faults (Fig. 3). Thus, although the observed
variability in spatiotemporal clustering may be attributable
to differences in fault structure and other heterogeneities that
are not accounted for in our model, it is also possible that it
reflects differences in the fault constitutive properties.

Spatiotemporal Analysis of Earthquake
Size Distribution

The effect of a stress increase is to increase the seis-
micity rate, which leads to a higher effective stressing rate
on nearby potential earthquake sites. The combined effect
of a stress step followed by a higher effective stressing rate
is to strengthen cells that are near failure and to weaken cells
that are far from failure (Ziv and Rubin, 2003). Cells that
fail shortly after a previous nearby earthquake are most com-
monly cells that were close to failure at the time of that
earthquake. Because these cells have undergone strength-
ening, they release larger seismic moment than the pre-main-
shock average and are therefore more likely to trigger ad-
jacent cells and form large ruptures. In addition, because of
the mainshock-induced stress change, the cells surrounding
an aftershock nucleation site are on average closer to failure
than the cells surrounding an earthquake in the background.
Both of these effects give rise to an overall wider range of
earthquake sizes early during an aftershock sequence. On
the other hand, cells that fail long after a nearby earthquake
were early in the cycle at the time of that earthquake. Be-
cause these cells have undergone weakening, they release
seismic moment that is smaller than average and are there-
fore less likely to expand to adjacent cells. Thus, the weak-
ening of these cells gives rise to an overall smaller range of
earthquake sizes late during the aftershock sequence. For
these reasons, the effect of a stress step is not only to perturb
the seismicity rate, but also to modify the earthquake size
distribution.

Average seismic moment in the synthetic catalogs is
computed for nonoverlapping consecutive time windows
that increase at a logarithmic rate. Plots of fractional
changes, with respect to the catalog long-term average, in
the average seismic moment as a function of lag time nor-
malized by ta are shown in Figure 11 for areas confined to
1–2 radii of a previous mainshock and for various values of
B/A and ta seis/Dc. Average seismic moment shortly follow-ḋ
ing a previous earthquake is significantly higher than the
catalog average. In all cases, but most notably in the top two
panels, average seismic moment later decreases below the
long-term average before reaching a steady state. The higher
average moment at early times is due to earthquakes occur-
ring on cells that were strengthened by a previous nearby
earthquake, whereas the lower-than-average moment at later
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Figure 10. Simulated seismicity rates as function
of normalized time, for stress overshoot between 5%
and 30%, W/L � 10, and different values of B/A and
ta seis/Dc. The thin solid line represents a slope ofḋ
1/time.

Figure 11. Fractional changes in average mo-
ment, with respect to the catalog average, as a func-
tion of normalized time, confined to 1–2 radii of a
previous earthquake. Stress overshoot ranges between
5% and 30%, W/L � 10, and values of B/A and ta seis/ḋ
Dc are the same as in Figure 10. The dashed lines are
highly smoothed fits to the data.

times is due to earthquakes occurring on cells that were
weakened by a previous nearby earthquake.

We wish to point out an important difference between
the results obtained with B/A � 6 and those obtained with
B/A � 4. While time-dependent changes in seismic moment
for B/A � 6 are due to both changes in fault strength and
rupture dimensions, those for B/A � 4 are due entirely to
changes in fault strength. This is because the effect of de-
creasing B/A is to reduce the tendency of ruptures to expand,
such that for B/A � 4 all ruptures consist of single elements.
This explains why the magnitude of the variations in seismic
moment for B/A � 4 is smaller than that for B/A � 6 and
also why the average moment for B/A � 4 first increases

and then decreases (this issue is discussed in greater depth
in Ziv and Rubin [2003]).

An example of simulated frequency-size distributions
of events occurring in areas confined to 0.8–3 radii from a
previous event are shown in Figure 12 for two consecutive
time windows. Note that the ratio of large to small earth-
quakes early during the aftershock sequence is larger than
that later during the sequence. These results are consistent
with our observations, as well as with reports by Wiemer
and Katsumata (1999) of lower b-values immediately fol-
lowing a stress increase.
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Figure 12. Plots of frequency-size distributions of
simulated earthquakes in areas confined to 1–3 radii
from a previous earthquake for time intervals of 0–
0.1ta (solid) and 0.1ta–1ta (dotted). In this example
stress overshoot ranges between 5% and 30%, W/L
� 10, B/A � 6, and ta seis/Dc � 1010.ḋ

Summary and Conclusions

We describe a method of analyzing the spatiotemporal
productivity and size distribution of aftershocks in catalogs
of relocated microseismicity. According to this scheme, each
earthquake is treated as if it were a mainshock. Lag times
between mainshock–aftershock pairs are stacked to give a
composite catalog. The main disadvantage of this method is
that it exaggerates the degree of earthquake interaction at
great distances. The main advantage is that it greatly en-
hances the statistics due to the fact that the size of the com-
posite catalog is much larger than the size of the original
catalog.

We compare the stress dependence of seismicity rate
change along sections of the Sargent fault, the Calaveras
fault, and the San Andreas fault. In all three cases, the seis-
micity rate decays asymptotically as 1/time, and the duration
of the aftershock activity appears to be independent of dis-
tance from the mainshock. In addition, seismicity rate curves
flatten at lag times smaller than 100 sec. We note that these
observations are predicted by Dieterich’s (1994) model of
aftershock production. In addition we find that for the San
Andreas and the Calaveras catalogs, the return of seismicity
to the background level in the nearest distance range appears
to be preceded by a period during which the seismicity rate
falls about 30% below the background rate.

We examine the effect of a stress step on earthquake
size distribution along these faults. We find that the b-value
during the 103- to 104-sec interval following a previous
earthquake is significantly lower than that of the long term.

We present an inherently discrete quasi-static fault
model, in which the fault surface is governed by rate- and

state-dependent friction. Similar to what is observed, we find
that periods of elevated seismic activity in an aftershock se-
quence may be followed by periods during which the seis-
micity rate is lower than the long-term average rate and that
the b-values early in the aftershock sequence are smaller than
the b-values later in the sequence. The changes in the b-
values are due to the combined effect of a stress change
followed by a higher effective stressing rate (due to higher
seismicity rates) on the fault strength. We conclude that the
observed response to a stress step is consistent with the
notion of crustal faults being governed by rate- and state-
dependent friction.
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